
Fundamentals of Computer Architecture 

Computer Architecture refers to the design and organization of the 

components of a computer system. It focuses on how hardware and 

software interact to perform tasks efficiently. Understanding computer 

architecture is essential for grasping how computers execute 

instructions, store data, and manage resources. Here’s a simplified 

guide to the core concepts of computer architecture. 

 

1. What is Computer Architecture? 

Computer architecture is the conceptual design and fundamental 

operational structure of a computer system. It involves defining the 

system's components, including the central processing unit (CPU), 

memory, input/output devices, and how they communicate with each 

other to execute programs. 

 

2. Components of a Computer System 

A computer system can be broken down into several key components: 

1. Central Processing Unit (CPU): 

o The CPU is the heart of the computer. It processes 

instructions and manages tasks like arithmetic, logic, control, 

and data manipulation. 

o Parts of the CPU: 

▪ Control Unit (CU): Directs the operation of the 

processor, telling the other parts what to do. 



▪ Arithmetic Logic Unit (ALU): Handles arithmetic and 

logic operations like addition, subtraction, and 

comparisons. 

▪ Registers: Small, high-speed storage locations that 

temporarily hold data or instructions during 

processing. 

2. Memory: 

o Memory is where data and programs are stored for quick 

access by the CPU. It can be classified into two main types: 

▪ Primary Memory (RAM): Volatile memory used for 

storing data that is actively used by the CPU. 

▪ Secondary Memory (Hard Disk, SSD): Non-volatile 

memory used for long-term storage. 

3. Input/Output Devices: 

o These devices allow the computer to interact with the 

external world. Input devices include keyboards and mice, 

while output devices include monitors and printers. 

4. Bus: 

o The bus is a collection of lines or circuits used for 

communication between different components in the 

computer. It carries data, addresses, and control signals. 

 

3. Basic Operations in Computer Architecture 

Computers perform several key operations in sequence, often referred 

to as the Fetch-Decode-Execute cycle: 



1. Fetch: 

o The CPU fetches an instruction from memory (RAM). 

2. Decode: 

o The Control Unit decodes the instruction, interpreting what 

action needs to be performed. 

3. Execute: 

o The ALU or another part of the CPU executes the instruction, 

whether it's performing a calculation or moving data. 

4. Store: 

o The result of the operation may be stored in memory or sent 

to an output device. 

This cycle repeats millions of times per second, enabling the computer 

to perform complex tasks. 

 

4. Instruction Set Architecture (ISA) 

The Instruction Set Architecture (ISA) defines the set of instructions 

that a CPU can execute. It serves as the interface between the software 

and the hardware, providing the instructions the CPU needs to 

understand. 

• Types of Instructions: 

o Data Transfer Instructions: Move data between registers, 

memory, and I/O devices. 

o Arithmetic Instructions: Perform calculations like addition, 

subtraction, multiplication, etc. 



o Control Instructions: Change the sequence of instruction 

execution, such as jump or branch. 

The ISA is the bridge between hardware and software, allowing 

programs to be executed on different systems, provided they support 

the same ISA. 

 

5. Types of Computer Architecture 

There are various types of computer architectures, depending on the 

number of processors, memory hierarchy, and how tasks are managed: 

1. Von Neumann Architecture: 

o This is the traditional architecture for most computers. It 

features a single memory for both instructions and data. 

o Components of Von Neumann Architecture: 

▪ CPU 

▪ Memory 

▪ Input/Output devices 

▪ Bus for data transfer 

2. Harvard Architecture: 

o In contrast to Von Neumann, Harvard architecture has 

separate memories for instructions and data. This allows 

faster access to both. 

o Used in: Embedded systems and microcontrollers. 

3. Parallel Architecture: 



o Multiple processors work together to perform tasks 

simultaneously, improving performance for complex 

computations. 

o Types: 

▪ Symmetric Multiprocessing (SMP): Multiple 

processors share the same memory space. 

▪ Massively Parallel Processing (MPP): Many processors 

work on separate tasks with little to no sharing of 

memory. 

4. RISC vs. CISC: 

o RISC (Reduced Instruction Set Computer): Uses a small, 

highly optimized set of instructions for efficiency. Examples: 

ARM, MIPS. 

o CISC (Complex Instruction Set Computer): Uses a larger, 

more complex set of instructions that can perform more 

operations in one instruction. Examples: x86 architecture 

(used in Intel/AMD processors). 

 

6. Memory Hierarchy 

The memory hierarchy refers to the organization of different types of 

memory in a computer system, ordered by speed, cost, and size: 

1. Registers: Fastest and smallest memory, located in the CPU. 

2. Cache Memory: Small, fast memory located close to the CPU. It 

stores frequently accessed data to speed up processing. 

3. Main Memory (RAM): Volatile memory used for active processes 

and data. 



4. Secondary Memory (Hard Drive, SSD): Larger but slower storage 

used for long-term data storage. 

5. Tertiary Storage (Cloud Storage, Optical Media): Used for 

backups or archiving. 

 

7. Pipelining 

Pipelining is a technique used in high-performance CPUs to allow 

overlapping of multiple instructions in different stages of execution. In 

a pipelined processor, as one instruction is being executed, the next 

instruction is already being fetched, and the one after that is being 

decoded, all at the same time. 

• Benefits: 

o Increases instruction throughput (more instructions 

executed in a given time). 

o Improves the performance of the CPU. 

 

8. Bus Architecture 

The bus is a set of electrical paths used for communication between 

various components in a computer system. The main types of buses in 

computer systems are: 

1. Data Bus: Transfers data between components. 

2. Address Bus: Carries the memory address to which data should be 

sent or fetched. 

3. Control Bus: Transmits control signals to coordinate the activities 

of the computer system. 



The width of the bus (how many bits it can transfer at once) affects the 

system's overall performance. 

 

9. Performance Metrics 

To evaluate the performance of a computer system, we consider the 

following metrics: 

• Clock Speed: The rate at which the CPU executes instructions, 

usually measured in gigahertz (GHz). 

• Instructions Per Cycle (IPC): The number of instructions the CPU 

can execute in one clock cycle. 

• Throughput: The amount of data processed in a given period of 

time. 

• Latency: The delay before a transfer of data begins following an 

instruction. 

 


